
Software Management on 
High Performance Computing (HPC) Clusters

Consistent User Environment

Motivation

The Los Alamos HPC environment includes 7 (soon to be 8) major computing clusters. The user environment for large-scale scientific computing requires multiple software tools – compilers, debuggers, special purposes libraries, performance analysis, etc. The Ptools Team in the HPC-3 group at LANL provides basic support of these tools. Our goal is to provide exactly the same software environment on each of the major clusters (except where architecture or other technical factors prevent).

Vendors are constantly revising and updating their products, sometimes as often as monthly! Thus, maintenance is never-ending. Each HPC cluster has a different maintenance schedule, thus the software environments can drift. The problem is further compounded by the fact that each cluster has multiple sub-sections, and internal mechanisms can break down and cause discrepancies. Thus, users may see different behavior even within a single cluster. 

Goal

We need a tool to:

· Gather product/version data from each cluster, and consolidate to a central collection point;

· Parse out relevant information, processing for consistent format;

· Display the information on a web page, showing each machine’s environment in comparison with the others;

· Ideally, identify discrepancies and implement notification mechanisms so that Ptools can more easily plan corrective actions.

Ptools can provide sample data for this project. Optionally, students could be provided accounts one of the clusters, to improve the collection and/or transmittal mechanisms. 

Student/Mentor/Machine Requirements

The students should have: basic scripting skills, including sed, awk, Perl, and/or Python; basic web programming skills; willingness to work on detail-oriented tasks; database skills desirable. Data manipulation and display could also involve spreadsheet, database, or other formats.  A machine running a stable web server will be sufficient for most of the tasks.

Communication / Project

LANL contacts on this project can come to Golden at the beginning of the project and also at the end. A telecon schedule would be established for review and issue discussion. Interim communication can be via email, teleconference, and LANL also has polycom and access grid video teleconferencing capabilities which work well for remote collaboration between small teams. 

Initial face-to-face meeting includes sample data, discussion of environment, and preliminary design options. Students should choose the design approach and begin a framework within the first week. It is expected that the various components will proceed concurrently. 

Write report, present design decisions and results, to include a prototype display. 

Student Outcomes

This project will provide students with an introduction to LANL’s HPC environment, and the chance to influence a real-world suite of software tools, in collaboration with technical staff at a National Lab.
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