
Parallel I/O Performance Measurement & Testing project

Motivation

The MPI-2 specification provides for the first time a standard high-performance I/O interface. While this has allowed I/O-intensive and MPI codes to run on multi-process platforms, achieving consistent performance levels has yet to be realized.  Moreover, because of rapid changes to the software and hardware providing for this capability we have a need for a test and validation suite based on the type of I/O currently in use at LANL.

Current I/O benchmark and testing software packages suffer from the fact that they do not stress the system to the point of our real-world applications, they may characterize only one or few levels of the entire I/O subsystem, and they may quickly become obsolete.
Goal

We need to evaluate our existing performance needs and develop a measurement and testing framework that helps us to achieve an established performance level.  We need to evaluate existing I/O benchmark and testing software packages, if any, or develop an in-house solution.
Students will evaluate known I/O test suites and relevant research on the topic.  In conjunction with a LANL researcher students will aid in the design and implementation of a test suite for use on LANL productions systems. 

Student/Mentor/Machine Requirements

The students must have basic programming skills and a willingness to work on challenging and open-ended problems.  As most codes of interest to DOE/LANL are written in Fortran and C, these would be the desired language skills a student should possess. This project will also require some ability to think critically in terms of designing software test and validation code.  Access to a multi-core or multi-processor machine running a recent release of Linux (RH, SUSE or Fedora) and some version of an MPI-2 implementation is required.  In addition, the machine should be able to build/run the necessary MPI-2 parallel I/O codes.

Communication with LANL

LANL contact on this project, David Gunter, can come to Golden at the beginning of the project and also at the end.  Interim communication can be via email, teleconference, and further travel to Golden as necessary.  At an initial face-to-face meeting, an explanation of the data, environment, and ideas as to how to proceed could be discussed. A schedule would then be established for review and issue discussion.
Preliminary Project Outline

· Acquire access to multi-process machine running MPI-2 and MPI-2 I/O software

· Acquire necessary reading and research materials for doing parallel computation and I/O.  Evaluate research on the subject of parallel I/O performance. 

· Identify existing benchmark and performance software packages

· Evaluate existing software

· Run “as-is” to gain machine experience
· Compare results across packages to check for consistency and differences in what is being measured
· Write initial report, present results and recommendations as they pertain to LANL goals

· Create LANL-specific testing and benchmarking suite, runs these tests at LANL
Note: this portion could have follow-on opportunities

· Write final report and present results.

 Student Experience

This project will provide the students with:

· An introduction to LANL, what a National Lab does, and how we use supercomputers

· A chance to work with software and tools utilized in I/O performance analysis

· A chance to collaborate with staff at a National Lab and be introduced to a small portion of a real problem that needs to be solved

· An opportunity to learn about parallel programming and parallel I/O issues
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